
Image hashing algorithm to defend FGSM attacks on Neural
Network

Junyaup Kim
Department of Computer Science and

Engineering
Sungkyunkwan University

Suwon, South Korea
yaup21c@g.skku.edu

Siho Han
Department of Applied Data Science

Sungkyunkwan University
Suwon, South Korea
siho.han@g.skku.edu

Simon S. Woo
Department of Computer Science and

Engineering
Sungkyunkwan University

Suwon, South Korea
swoo@g.skku.edu

ABSTRACT
In this research, we present a performance evaluation of existing im-
age hashing algorithms on defending deep learning models against
adversarial attacks as an initial work to developing a new, time-
efficient image hashing algorithm. More specifically, we aim to set
a maximum time complexity of 𝑂 (𝑁 2) as a constraint to the algo-
rithm, such that it can be used in time-critical systems and/or low
computing resources systems. Upon experimenting with existing
image hashing algorithms, we conclude that the wavelet hashing
algorithm achieves the highest accuracy (75%) when detecting im-
ages generated from Neural Networks attacked by the FGSM, with
a time complexity of 𝑂 (𝑁 ).
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1 INTRODUCTION
Deep learning-based algorithms are known to show superior perfor-
mance when tackling various computer vision asks, such as image
recognition, object detection, and segmentation. However, Con-
volutional Neural Network(CNN)-based models like CNN image
classifiers are susceptible to adversarial perturbations, which are
designed to cause critical faults in deep neural network models by
adding synthetic noises, imperceptible to human observers, to input
images. Moreover, the deployment of modern systems leveraging
deep learning is under time and resource constraints, precluding
them from using additional modules that deal with adversarial at-
tacks. In this paper, we explore different image hashing algorithms
used for blocking adversarial attacks and show that the wavelet
hashing algorithm-based thresholding method achieves the highest
accuracy. Note that in this paper, we solely focus on untargeted
attacks on a specific model, such that this work serves as a basis
for future research.

2 RELATED
Given an input 𝑥 with a ground truth label 𝑦 and a classifier 𝑓\ (·)
with a set of parameters, an adversarial sample 𝑥 ′ is defined as
the generated output close to 𝑥 in terms of a measurable distance,
such as the 𝐿𝑝 norm (0 ≦ 𝑝 ≦ ∞). There are two kinds of ad-
versarial attack scenarios. One is untargeted attack that distorts

the input image an unintended prediction, 𝑓\ (𝑥 ′ ≠ 𝑦) and the
other is the targeted attack, 𝑓\ (𝑥 ′ = 𝑦∗), for a specific 𝑦∗ class,
which is different from 𝑦. Goodfellow et al. proposed FGSM(Fast
Gradient Sine Method) that applies a first-order approximation of
the loss function to construct adversarial samples [1]. In addition,
optimization-based methods have also been proposed to create
adversarial perturbations for targeted attacks.

3 APPROACH
Our approach assumes that can utilize training dataset of model. To
fit on constraints of our research, Image hash function is needed to
minimize training duration and classification time. we propose the
wavelet hashing algorithm-based thresholding [7] to screen images
at a low time complexity.

4 EXPERIMENTS
Our work examines simple perturbations on a basic MNIST dataset
[4] for the Le-net model [3].

Figure 1: Le-net architecture

We picked a simple model as shown in figure 1, because despite
the presence of non-linear activations in CNN models, an FGSM
attack assumes that the feature map linearity increases with the
model depth. This implies that deeper networks aremore vulnerable
to FGSM attacks than shallow ones. In an FGSM attack scenario, we
set the value of epsilon ranging from zero to 0.3 with an increasing
step size of 0.05. Then, we set a threshold based on the output of the
wavelet hashing algorithm and test it on unseen data. We generated
26,842 perturbed observations and used 28,000 observations from a
real image dataset, giving an approximately equal class ratio. 10% of
the observations are used for testing and 20% are used for validation.
The remaining data are used to calculate the mean and standard
deviation from the resulting image hash values. For the machine
configuration, we used Intel(R) Core(TM) i7-9700 CPU 3.00GHz
with 16.0GB RAM. For our implementation, we used Python v3.6.8
with the ImageHash v4.0 package.
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5 RESULT
In our experiment, the accuracy of 𝑓\ (·) has been successfully re-
duced by the FGSM attack, as shown in figure 2. Here, we can

Figure 2: Accuracy vs. epsilon for the model 𝑓\ ( ·)

observe that Le-net achieves an accuracy of 98% on the MNIST
dataset when there is no perturbation. However, the accuracy drops
to 10%, which is equivalent to random guessing, when increasing
the epsilon value. Epsilon value is the size of perturbation that
implemented on input data. In figure 3, we can observe that the

Figure 3: Perturbed output based on Epsilon value

image has more adversarial noises when we increase the epsilon
value to generate more severe perturbations. The value shown on
the left of each number image is the real value and that shown
on the right is the classified output. In figure 4, we calculated the
standard deviation and mean values of image hashing output on the
training dataset to extract the best threshold.In training dataset, We
picked the hashing algorithm with the largest difference between

Figure 4: The output of each hashing algorithm based on the output
of genuine and perturbed image

the perturbed mean and genuine mean, and with a small standard
deviation with both classes so that the distribution with each other
is easily separable. With the validation set, we checked the differ-
ence between the training set mean and standard deviation value.
After that, the algorithm is evaluated by Equation 1.

𝑚𝑖𝑛( | 1
(𝑚𝑒𝑎𝑛(𝑃) −𝑚𝑒𝑎𝑛(𝐺)) | + 𝑠𝑡𝑑 (𝑃) + 𝑠𝑡𝑑 (𝐺)) (1)

In equation 1, 𝑃 denotes the perturbed dataset and𝐺 denotes the
genuine dataset. This optimization equation implies that the mean
values of each distribution should be large, whereas the standard
deviation values should be small. By using Equation 1, we can find
the optimal algorithm that distinguishes the perturbed images from
real images.

_ =𝑚𝑒𝑎𝑛 + 2𝑠𝑡𝑑 (2)
We set the threshold of the image hash values by Equation 2.

With Equation 1, we can guarantee that each dataset’s distributions
have long distance from each other. In this experiment, we only used
the validation dataset to generate the mean and standard deviation
values. By using the wavelet hashing algorithm with Equation 2
threshold, a test accuracy of 76.63% was achievend.

6 EVALUATION RESULTS AND LIMITATIONS
Even though the wavelet algorithm is not a learnable algorithm,
the output shows that the threshold has some effect on discrimi-
nating perturbed images. There are artifact patterns on the output
of adversarial networks[5]. We can assume that such patterns can
be calculated by image hashing algorithms.

7 FUTUREWORK
Our research will focus on developing an image hashing algorithm
that can generate hash values from the training dataset and screen
for perturbed images. Deeper models, such as ResNet [2] or VGGNet
[6] will be explored, and additional adversarial attack scenarios will
be added to further verify our approach.

8 CONCLUSION
In this paper, we evaluated the performances of various image hash-
ing algorithms under conditions to generate the optimal thresh-
old between perturbed and genuine images. We showed that the
wavelet hashing algorithm can detect robust perturbations on im-
ages with an accuracy of 76.63% and a time complexity of 𝑂 (𝑁 ).
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